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Abstract 
 

As Mixed Reality applications are penetrating people’s daily activities, strong 

synergies with Geospatial technologies and the Internet of Things are revealed. The 

first is due to the significance of the spatial reference of all involved actors of a Mixed 

Reality environment: the end-user, the real and the virtual objects. The second is due 

to the ever-increasing participation of sensors controlling devices and machines 

always and everywhere. This paper attempts to highlight these synergies and propose 

a case proving that they crucially empower a Mixed Reality experience. 
 

Keywords: geospatial technologies, mixed reality, internet of things, human-

computer interactions, physical task execution. 
 

1  Introduction 
 

Mixed Reality applications have now penetrated people's daily lives, contributing, 

among many other things, to navigation decisions, such as Google Maps [1], 

entertainment, [2, 3] education and training [4]. Ubiquitous networking and 

interoperable browsers have brought such applications from a niche technology to the 

mainstream of modern life. Major components of a Mixed Reality environment are 

the observer-user participating in an immersive experience, the physical environment 
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and the virtual one [5]. In an ideal case, it is not irrational to state that virtual objects 

“are aware” of the physical ones in a Mixed Reality environment. In other words, 

virtual objects interact with real ones [6]. By scanning and creating a three-

dimensional digital equivalent of the physical world in real-time, e.g. through LIDAR-

based techniques [7], one can transfer the physical properties to the virtual world [8], 

thus making them accessible by virtual objects. Alternatively, a digital twin of the real 

world may be deployed through capturing with high-resolution cameras and applying 

photogrammetric techniques [9]. These last-mentioned techniques are mainly used 

today for real-world capturing purposes and highlight a strong connection of Mixed 

Reality with Geospatial Technologies [10].  
 

An effective way to empower a Mixed Reality experience without specialised 

equipment is to exploit the Internet of Things (IoT) through its associated 

technologies. IoT has contributed to the convenience and comfort of people's daily 

lives, providing many benefits, including interoperability and ease of control over the 

Internet. Every day, more professional or household environments upgrade their 

materials to smart counterparts (refrigerators, lights, TVs) [11]. The benefits of 

exploiting this technology are not limited to performing everyday tasks or controlling 

smart home appliances. For example, this technology has produced exceptional 

outcomes in infrastructure control [12] and data monitoring [13, 14].  At the same 

time, rapid technological developments are happening in hardware equipment of 

smart devices and Web Technologies. These include programming languages such as 

JavaScript and Web APIs that allow browsers to access smart device components such 

as graphics cards and sensors (GPS, gyroscope, camera) [15].  
 

Utilising the technologies mentioned above, it is possible to allow virtual objects 

to perform actions on real ones. In this paper we demonstrate such an interaction by 

implementing a scenario through which an end user is ordering via a smart device to 

a virtual person to turn on/off the lights of a natural space where smart lighting has 

been installed. 
 

2  Methods 
 

2.1 Mapping the environment with Geospatial Technologies 
 

Object recognition [16] and RGB depth mapping [17] are the prevailing techniques 

currently utilised to capture physical areas and objects of the natural world and support 

contextual awareness in Mixed Reality environments. Although they dominate in 

terms of direct and real-time capturing, they are inferior in object resolution issues 

and their capabilities for large areas capturing are poor. Traditionally, TDS (Total 

Data Stations) or GNSS (Global navigation satellite system) receivers were used to 

develop 3D models of the real world. Later, during the last decades, LiDAR or Laser 

Scanning became the ultimate mapping tool for 3D mapping purposes [18]. Today, 

with the evolution met in DSLR (Digital single-lens reflex) cameras and UAVs 

(Unmanned Aerial Vehicles), Photogrammetry has become the ultimate mapping 
technique. It produces 3D models reconstructed from images, and in contrast with 

LiDAR, it is applicable wherever reflectance exists (Figure 1) [19] 
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Figure 1: Capturing an area with high-resolution cameras and developing the digital 

surface model by employing photogrammetric techniques 
 

Having already captured an area and developed a digital surface model, potential 

imported virtual objects in a Mixed Reality environment possess an apparent spatial 

reference. Consequently, they may develop elaborated movements over this area to 

enhance the immersive experience of the end-user. 
 

2.2 Connecting smart devices utilising the IoT 
 

The Internet of Things (IoT) connecting smart home appliances such as bells, lights, 

locks, security cameras and thermostats has made it easy for everyone to install and 

use these gadgets at home. However, you still need some sort of mechanism to control 

them [20]. These mechanisms differ and can be classified by energy efficiency, range 

coverage, security and scalability. The values of these features are mainly defined by 

the communication protocol of the smart devices. The protocols can initially be 

categorised into wired [21] and wireless [22][23], and some of them are Power Line 

Communication (PLC), Z-Wave, and Zigbee. In addition to the above protocols, 

communication and management of smart devices can be achieved through browsers, 

taking advantage of specific Web APIs such as the Fetch API[24][25], Bluetooth 

API[26][27] or the experimental USB API[28][29]. Furthermore, some manufacturers 

offer specific APIs to communicate with their products. For example, the WiZ and 

Phillips companies offer the WiZ Pro API [30] and the Phillips Hue API [31] to 

control their devices via HTTP Requests. In addition to this, researchers have 

proposed frameworks for specific APIs to ensure interoperability among devices [32]. 
 

3  Results 
 

The application proposal examines the scenario in which a virtual object in a Mixed 

Reality environment visualised through a smartphone using a modern browser 

interacts with a smart device (physical object). The smart device is the Phillips Hue 

smart light bulb. The communication with the lamp is made over the Phillips Hue 

Bridge 2.0 smart hub that uses the ZigBee wireless protocol. This smart hub will allow 

us to programmatically control the state of the bulb using HTTP Requests with 

JavaScript based on Phillips’s well-documented Lights API [33]. 
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For this to happen, the first step is to create a virtual geospatial world (Figure 2) 

[34]. Geospatial worlds are virtual scenes that allow virtual object placement and 

animations of moving ones to occur, with their position referencing the actual 

coordinates on the globe. 

 

 
Figure 2: Representation of a virtual geospatial world of a small city block 

 

As depicted in Figure 3 (a) is the creation of the digital twin of the area (virtual 

geospatial world), in our case, an office area. This area can be used as a mask object 

to enable real to virtual occlusion [6], thus creating a Mixed Reality environment by 

allowing spatial and entity awareness among realities. The second step (b) involves 

the user observing the MR Environment from a smartphone.  

 

 
Figure 3: Representation of the discrete nodes that make virtual to real interaction 

possible: a) the digital twin, b) the visualisation media, c) the area in which when the 

virtual man enters, an HTTP Request is triggered from the visualisation media to the 

Smart Hub, d) the Smart Hub and e) the Smart Light bulb. 
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As the smartphone renders the whole scene, it is responsible for communicating 

with the smart hub to trigger the “light on” event. We have defined the area of the 

switch as shown in Figure 3 (c), and when the virtual man enters that area, the 

smartphone will inform the smart hub to turn on the light. To detect when the virtual 

man enters the anchor area, we used the bounding box of the area and the virtual man’s 

position. When the man enters the area, the application running on the user’s 

smartphone (b) sends an HTTP Request (Figure 4) to the smart hub (d) to turn on the 

lights (e). 
 

 
Figure 4: An example of the HTTP Request sent to alter the state of the light. 

 

4  Conclusions and Contributions 
 

In previous work [35], we proposed a modality-based interaction taxonomy that 

makes it easier for researchers to detect gaps in human-computer interactions in 

immersive environments. Through this taxonomy, we can locate the contribution of 

the current research work in the Sensor-Based Modality with IoT-Based context and 

define the Physical Task Execution method. 
 

 
Figure 5: Defining the modality, context and naming the method of interaction 

proposed in this research work 
 

An alternative taxonomy that can induce lateral thinking is categorising 

interactions among realities based on the environment they participate in (virtual or 

real). Based on this concept, we singled out four basic ways of interacting with 

environments: 
 

 real to real: Interaction of a physical object with another physical object. 

 real to virtual: Interaction of a physical object with a virtual one. This can be 
achieved by creating a digital twin and presenting the illusion of the real 

interacting with the virtual (e.g., through partial or total occlusion). 

 virtual to virtual: Interaction of a virtual object with another virtual object. 

 virtual to real: Interaction of a virtual object with a physical object (by creating 
a digital twin and utilising the IoT and geospatial technologies) 

 

Based on the latter classification, this research work introduced a virtual to real 

interaction by exploiting the Internet of Things. 
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The synergy of the Internet of Things, Geospatial technologies and Mixed Reality 

environments can support innovative applications that can contribute, among others, 

to cultural heritage promotion or the entertainment industry through creative 

interactions, providing enhanced immersion experiences. We demonstrated a simple 

example utilising these technologies. A more complex and impressive one could 

involve the synchronous movement of smart floor panels simulating ground waves to 

present an earthquake in a Mixed Reality scene. Freeing virtual objects from their 

virtual bonds by giving them the ability to perform tasks in conventional reality can 

also positively affect the user’s engagement, as things are no longer only taking place 

in a display but become somewhat real. 

What is finally demonstrated is the capability of receiving real-time information 

on unlimited points of interest in real-world objects through input devices and sensors 

and triggering events by virtual objects based on the end-user position in the field of 

a Mixed Reality environment. All this evidences a scientific and substantial social 

impact through numerous potential applications to promote tourism and cultural 

resources and promote areas of high commercial or historic interest. 
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