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Abstract 
 

This paper presents a novel approach to developing refined structural theories for 

finite element models. The proposed methodology stems from the synergistic use of 

various methods. First, refined structural theories are built using the Carrera Unified 

Formulation, and 2D finite elements are used. Each element can be assigned a 

different structural theory through the Node-Dependent Kinematics approach. The 

axiomatic/asymptotic method is used to evaluate the accuracy of each structural 

theory distribution over a numerical mesh. Finally, neural networks are employed to 

obtain surrogate models, find optimal distributions of theories, and minimize 

computational costs. The numerical results consider free vibrations of composite 

shells with various stacking sequences and thickness ratios. Such input parameters 

are included as features of the surrogate models to avoid lengthy finite element 

simulations. The use of the proposed methodology provides guidelines on the proper 

modelling by indicating the areas of the structure in which refined models are most 

needed. Furthermore, the adoption of neural networks leads to significant reductions 

in computational overheads.  
 

Keywords: Node-Dependent Kinematics, Finite Elements, Structural Theories, 

CUF, Neural Networks. 
 

1  Introduction 
 

The development of refined structural theories to improve the accuracy and 

efficiency of finite elements (FE) has met growing interest over the last decades [1]. 
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The aim is to use 1D or 2D models with advanced kinematics to avoid 3D FE. 

Among the others, the Carrera Unified Formulation (CUF) has emerged as a 

versatile approach to build any-order theory for various structural problems [2, 3]. In 

CUF, governing equations and FE matrices are obtained using index notations 

allowing expansion functions for the unknown variables. Within CUF, one of the 

latest developments is the Node-Dependent Kinematics (NDK) [4] to build models 

in which the structural theory can vary pointwise. In other words, considering an FE 

model, each node can have a different structural theory. The use of NDK leads to 

higher efficiency as refined theories are used only where necessary. 

The choice of the most appropriate model to adopt for a given problem can be made 

through the Axiomatic/Asymptotic Method (AAM), a method to evaluate the 

influence of generalized variables and build best theories and models [5]. Moreover, 

the AAM provides sensitivity analyses concerning problem attributes: thickness 

ratio, material properties and stacking sequence, and boundary and load conditions. 

However, to obtain optimal distributions of structural theories, many trial models are 

required and, thus, high computational costs. This paper presents an alternative 

approach to reduce such overheads based on supervised learning techniques. Neural 

networks (NN) [6], lately, have seen their employment increase enormously in many 

fields, including structural analysis [7, 8], thanks to their accuracy and 

computational efficiency. NN are used as surrogate models to substitute FE models 

and obtain structural responses. The combined use of CUF, AAM, NDK, and Neural 

Networks (NN) is a promising approach to build surrogate models that can provide 

information on the structural theory and finite element discretization for a given 

problem [9, 10]. 
 

2  Methods 
 

CUF introduces a formalism to derive the governing equations and FE matrices 

hierarchically and independently of the type and order of the theory. In a 2D case, 

the displacement field (𝒖) is 

 

𝒖(𝑥, 𝑦, 𝑧) = 𝑁𝑖(𝑥, 𝑦)𝐹τ(𝑧)𝒖τi(𝑧)
          (1)

 

where 𝐹τ is the expansion along the thickness direction and 𝑁𝑖(𝑥, 𝑦) is the shape 

function. While "𝑖" is the standard index for nodes, "τ" is an index for the 

generalized variables or expansion terms. A third-order model, for instance, has τ =
 1,4 and the following displacement field: 

 

𝑢𝑥 = 𝑢𝑥1 + 𝑧𝑢𝑥2 + 𝑧2𝑢𝑥3 + 𝑧3𝑢𝑥4 
𝑢𝑦 = 𝑢𝑦1 + 𝑧𝑢𝑦2 + 𝑧2𝑢𝑦3 + 𝑧3𝑢𝑦4 
𝑢𝑧 = 𝑢𝑧1 + 𝑧𝑢𝑧2 + 𝑧2𝑢𝑧3 + 𝑧3𝑢𝑧4 

          (2)

 

Using the Principle of Virtual Displacements, the stiffness matrix components can 

be obtained in a unified manner by using a 3X3 nucleus. For the sake of brevity, the 

nucleus components are not reported here but can be found in [3]. An NDK model 

has structural models like Eq. 2 assigned to each node independently. In other 
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